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Motivation

• Extract factors that affect the transfer performance based on domain 

knowledge, and study their importance (explanation);

• Build models to predict transfer performance (prediction);

• Model based performance optimization (optimization, future work).

Armed with a large collection of Globus wide-area file 

transfer records, and experiments performed in the 

ESnet testbed environment, we want to:



Globus Conceptual architecture: Hybrid SaaS
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Motivation

Explanation 

Model-based 
Prediction

Model-based 
optimization

How does it work?
What is affecting the 

performance? 

What’s the relationship 
between X(in) and Y(out)?

How can we adapt X to make 
it work more efficiently?If you know yourself and your 

enemy, you'll never lose a battle. 

— The Art of War by Sun Tzu



Best practice network configuration
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Disk-to-Disk Throughput: ESnet Testing
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• Berkeley, CA to Argonne, IL     

(RTT: 53 ms, Capacity: 10Gbps)

• scp is 24x slower than GridFTP on 

this path

• >1 Gbps (125 MB/s) disk-to-disk 

requires RAID array



• Transfer file characteristic, e.g., file size

• Tunable transfer parameters, e.g., concurrency (flying files), 

parallelism

• Contentions from other simultaneous Globus transfers

• Contentions from other programs, e.g., sharing file system, 

network

Start with 4 parameters (3 known, 1 unknown)

For a given endpoint pair:

What affects transfer performance?

KNOWN

KNOWN

KNOWN

????



Large transfers with big average file size are more likely to 

have better performance.

I.e., the startup cost is high. 

E.g., larger transfer: better performance



Load experienced by a Globus 

transfer k from srck to dstk with 

rate Rk

Modeling Simultaneous Globus Transfers

Relative external load:



Transfers over ESnet testbed 

(less likely to have non-Globus load on endpoints)

Transfer over production DTN 

(more likely to have non-Globus load on endpoints)

Unknown Contention Matters
Hard to Quantify

Noisy: Small files?
File system load?



Machine Learning Results

Circle size indicates the relative significance of features in the linear model, for each of 30 

edges. A red cross means that the corresponding feature is eliminated because of low variance.

Resource contention at endpoint is clear: Ksout, Kdin, Ssout and Sdin are 

significant in the models. Total transfer bytes also matters, means that the startup 

cost is high.



Applicability to other tools

• The data (e.g. # of TCP connections, # of concurrent files, transfer 

size, # of files) related to all WAN transfers, regardless of the tool

• The data can be obtained from other transfer tools. E.g: FTP; rsync; 

scp; BBCP; FDT; and XDD.

These methods apply to non-Globus WAN transfers, too
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Join the Globus community

• Access the service: globus.org/login

• Create a personal endpoint: globus.org/app/endpoints/create-gcp

• Documentation: docs.globus.org

• Engage: globus.org/mailing-lists

• Subscribe: globus.org/subscriptions

• Need help? support@globus.org

• Follow us: @globusonline


